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ABSTRACT
In many collaborative multimedia applications, there is often a requirement for simultaneously satisfying scalable one-way live streaming and two-way interactive media. The delivery mode, the legacy overlay multicast researches can also be categorized into one-way live streaming in large scale and two-way interaction in small group. However, there are many multimedia applications which need to simultaneously provide two-way interactive media as well as one-way media streaming, where the interactive media refers to the bidirectional real-time video or audio interaction in this paper. Examples for such applications are distance learning/training, online auction, online gaming, and other collaborative applications. Furthermore, in many of these applications, the interaction scenario between the presenter and a fraction of participants needs to be shared by all the other participants. We call it sharable interaction in this paper. In particular, the motivation for this research comes from integrating sharable interaction in a collaborative live teaching system (the open source version Bluesky is under incubation (Bluesky, 2010)). Besides the live broadcasting of teaching scenes, interactions between the tutor and the students are enabled, and what is more, these interaction scenarios can be shared by all the participants in the live teaching class, which imitates a traditional face-to-face classroom. Therefore, in this paper, we aim at building a new overlay multicast protocol that can simultaneously provide the sharable interaction as well as the scalable live streaming.

According to the delivery mode, the legacy overlay multicast researches can also be categorized into one-way live streaming in large scale and two-way interaction in small group. However, there are many multimedia applications which need to simultaneously provide two-way interactive media as well as one-way media streaming, where the interactive media refers to the bidirectional real-time video or audio interaction in this paper. Examples for such applications are distance learning/training, online auction, online gaming, and other collaborative applications. Furthermore, in many of these applications, the interaction scenario between the presenter and a fraction of participants needs to be shared by all the other participants. We call it sharable interaction in this paper. In particular, the motivation for this research comes from integrating sharable interaction in a collaborative live teaching system (the open source version Bluesky is under incubation (Bluesky, 2010)). Besides the live broadcasting of teaching scenes, interactions between the tutor and the students are enabled, and what is more, these interaction scenarios can be shared by all the participants in the live teaching class, which imitates a tradition-like face-to-face classroom. Therefore, in this paper, we aim at building a new overlay multicast protocol that can simultaneously provide the sharable interaction as well as the scalable live streaming.

Since both the live streaming and the shared interactivities need to be delivered to all participants by overlay multicast, there is a requirement for simultaneously satisfying scalable one-way live streaming and delay-sensitive interaction in a shared overlay multicast structure. A scalable live streaming solution incurs a

1. Introduction

In many group-oriented media streaming applications, overlay multicast is utilized as an alternative technology for IP multicast, which suffers from various issues such as group management, congestion and flow control, and security (Diot et al., 2000). Using overlay multicast for media streaming over Internet has been intensively studied. Many approaches have been designed and implemented (Hosseini et al., 2007). The overlay multicast can be classified into two broad categories: peer-to-peer (P2P) overlay multicast and infrastructure-based overlay multicast (Li and Yin, 2007). When compared with the P2P solution by end users, the infrastructure-based overlay multicast by proxies is more costly, but is more reliable and easier to control. Therefore, the infrastructure-based overlay multicast can complement the popular P2P streaming in many fields, providing more robust media streaming for many commercial services (Akamai, 2010). In this paper, we focus on utilizing the advantages of the infrastructure-based overlay multicast for quality of service (QoS) guaranteed collaborative multimedia applications. The similar choices are widely adopted by the researches for the targeted applications. For example, both of the researches adopt the infrastructure scheme for the synchronous e-learning platforms (Maraviglia et al., 2008; Granda et al., 2009).
deep tree structure. The additional application-layer processing delay and access delay crossing an overlay node are aggregated when a media stream is forwarded along the deep tree path. This redundant delay is acceptable to the applications like one-way pre-recorded streaming or one-way live streaming, but it may not be tolerable for an interactive media, which usually has stringent latency requirement. Therefore, in this paper, we propose a layered degree-constrained overlay multicast (LDCOM) protocol to handle the confliction between the dynamic interaction requirement and the scalable live streaming requirement. LDCOM seamlessly integrates a two-tier tree construction, including a core tree and an extended tree. The core tree identifies the original interaction-enabled nodes by a delay threshold, and reserves resources at its top layers in a layered manner. The extended tree meets the needs of the scalability, extending the core tree without the delay constraint. For the interactive nodes out of the core tree scope, LDCOM adopts a dynamic interaction adjustment. The interactive nodes in extended tree are adjusted to the reserved positions in the core tree so as to achieve guaranteed delay performance. Meanwhile, the interaction scenarios are shared by all the participants by the overlay multicast tree. In this way, LDCOM supports the two types of the media simultaneously from the view of tree construction, with a guaranteed maximum delay for the shareable interaction.

The remainder of this paper is organized as follows. Section 2 summarizes related work. Section 3 presents the proposed LDCOM algorithm. In Section 4, we devises the dynamic optimization of the algorithm. We then evaluate the performance of our proposal through simulation and experimentation in Sections 5 and 6, respectively. Finally, Section 7 concludes the paper and discusses potential future works.

2. Related work

There has been a great amount of work in the area of overlay multICASTs. The P2P overlay multicast provides flexible and scalable solution, utilizing client resources to forward the media data (Wang et al., 2008; Lua et al., 2008; Do et al., 2008; Guo et al., 2008a; Vik et al., 2008; Cai and Zhou, 2006; Magharei et al., 2005; Ren et al., 2008; Zhang et al., 2005; Xu and Li, 2009). However, it suffers from the problem of peer churn and complicates the system management. By contrast, the infrastructure-based overlay multicast deploys dedicated proxies to the edge of the Internet by the service provider, and constructs a collaborative service overlay network (SON) (Yang et al., 2007; Guo and Jha, 2007; Capone et al., 2009; Lao et al., 2007; Pompili et al., 2008). As mentioned earlier, in this paper, we focus our work on an infrastructure-based overlay multicast. Therefore, we will move our concentration on the media delivery mode of overlay multicast in the rest of this section.

For one-way media streaming, many P2P overlay multicasts and infrastructure-based overlay multicasts have been designed and implemented. The existing P2P overlay multicast approaches for one-way media streaming can be categorized as either tree-based P2P multicasts (Wang et al., 2008; Lua et al., 2008; Do et al., 2008; Guo et al., 2008a; Vik et al., 2008; Cai and Zhou, 2006) or mesh-based P2P overlays (Magharei et al., 2005; Ren et al., 2008; Zhang et al., 2005; Xu and Li, 2009). The tree-based P2P approach organizes peers into an explicit data delivery tree. Some P2P approaches also utilize the multi-tree structure for issues like heterogeneity and redundancy (Castro et al., 2003; Li et al., 2009; Venkataraman et al., 2006; Dan et al., 2007). By contrast, the mesh-based P2P approach maintains a set of partners for each peer, and exchanges the data availability information without an explicit structure support. Generally speaking, mesh-based P2P overlays outperform tree-based P2P approaches in many ways, such as reliability and maintenance overhead (Seibert et al., 2008; Magharei et al., 2007). On the other hand, due to the relative stability of proxy nodes, in infrastructure-based overlay multicasts, explicit tree-based structures are widely utilized (Yang et al., 2007; Guo and Jha, 2007; Capone et al., 2009; Lao et al., 2007; Pompili et al., 2008). Therefore, in this paper, we focus on using tree-based structure under the context of infrastructure-based overlay multicast. However, in the above solutions for one-way live streaming, two-way interactive media delivery is not of concern.

For interactive media streaming, the researches in overlay multicast mainly focus on small group video conference, collaborative simulation, and online games, etc. (Lua et al., 2004; Gu et al., 2005; Chu et al., 2002; Liu and Zimmermann, 2005). These schemes organize the data delivery routes as source-specific trees, and support multicast groups with many to many scenarios. DigiMetro (Luo et al., 2004) is an overlay multicast system tailored to small and impromptu video conference. It organizes the data delivery routes as source-specific trees, which are constructed by a local greedy algorithm. Peertalk (Gu et al., 2005) provides resource-efficient and failure-resilient multi-party voice-over-IP services over overlay multicast. Vik et al. (2008) focuses on reducing the multicast tree diameter for dynamic interactive applications. The research deals with many spanning tree problems. Some spanning tree structures are elected with small diameter attribute for dynamic interactive applications. Active (Liu and Zimmermann, 2005) aims to the solution for the interaction problem in large-scale P2P streaming. The research based on the observation that only a fraction of the users are active at a given time in a large interactive group. It employs a tree optimization algorithm after tree construction to gradually decrease the delay among the interactive nodes. However, reconstructing the multicast tree architecture might be invalid for dynamic interaction adjustments. Further, it does not provide certain delay assurance for the interactions.

In brief, most research works about overlay multicast protocols are designed for one-way media streaming. For interactive media applications, solutions are mainly designed for small groups, or a small active part in a larger group. These approaches provide best-effort strategies to obtain minimal path or pair-wise latency. However, the delay assurance for interactive media is not provided. Furthermore, the requirements for the shareable interaction in many collaborative virtual reality applications are not mentioned, and the conflict between the shareable interaction and the scalable live streaming is not addressed by the existing approaches in literature.

3. LDCOM: a layered degree-constrained overlay multicast protocol

3.1. Overview of the LDCOM

LDCOM adopts a two-tier architecture. A simplified example of LDCOM architecture is shown in Fig. 1. The scope of the core tree is constrained by a delay tolerance threshold. A node belonging to the core tree indicates that its path delay performance is within the tolerance. Otherwise, the node is included in the extended tree. Specially, LDCOM adopts a layered out-degree distribution. The tree construction complies with an additional set of layered degree constraint (LDC) values. It means that the out degree of the overlay nodes in the same layer is constrained by a shared LDC value. In this way, the resources of upper layers in a tree are reserved. Since the upper layer nodes suffer less from the application-layer latency, the reserved resources can be utilized for interactive communications in later occasions. The reservation of resources at top layers of multicast tree may increase the delay of one-way live media, because the tree may have more layers in
order to accommodate all participants. Therefore, only necessary reservation is enforced in the top layers of the core tree. Notice that this redundant delay cost is acceptable because it is invisible to most one-way live media applications. As shown in Fig. 1, the given example only utilizes the top two layers in the core tree for reservation. For the scenario of shareable interactions, if the interactive nodes are belong to the extend tree, LDCOM dynamically adjusts the interactive nodes to the reserved positions in the core tree so that they can achieve guaranteed delay performance from the source. Meanwhile, the interaction scenarios are delivered to all the participants by overlay multicast at the same time. The data flow for LDCOM is also presented in Fig. 1.

We now describe the implementation of the protocol briefly in five steps.

Step 1. Delay metric selection: LDCOM is designed to support shareable interactions between the sponsor and the participants, as well as large-scale live streaming. Therefore, the path delay between the source and the participants is considered as the metric for tree construction.

Step 2. Layer degree constraint allocation: Before the tree construction, the protocol allocates a set of LDC values for all of the layers. The number of the layers needed for reservation is calculated in advance by considering the delay tolerance threshold and the average delay of an overlay hop as well as the average access delay of an end user. The allocation of layer degree constraints aims to maximize the profitability of resource reservation, utilizing an integer programming method.

Step 3. Tree construction: Based on the preparation of the previous steps, LDCOM builds a two-tier tree to handle the overlay nodes joining and leaving. The newly joined nodes are attached either to the core tree or to the extended tree.

Step 4. Join of end users: Based on the established overlay multicast tree, the newly joined participants are attached to the tree in a clustered manner, which makes the user congruent to the network topology.

Step 5. Dynamic interaction adjustment: In the final step, the protocol implements a dynamic interaction adjustment to the scene of interaction. The interactive nodes in extended tree are adjusted to the reserved positions in upper layers of the core tree with a top-down manner.

3.2. Delay metric selection

The overlay network can be modeled as a complete undirected graph, denoted by $G(V,E)$. $V$ denotes the set of all peer nodes, and $E=V \times V$ refers to the set of connections. $T(V_T, E_T)$ is subgraph of $G$ representing the multicast tree, and $T_{core}(V_{core}, E_{core})$ is subgraph of $T$ representing the core tree. A delay cost function $\epsilon(e)$ is defined for each overlay link $e \in E$, and a node degree bound $D(\nu)$ is allocated for each overlay node $\nu \in V$.

In a shareable interaction scenario considered by the paper, the source node is the sponsor of an interactive session, such as a tutor node in an e-learning system. We call it a sponsor-based situation. Under this sponsor-based situation, the other interactive nodes communicate with the sponsor primarily. The interactive behaviors among other nodes are less important. For this situation, a node belongs to the core tree if the delay between itself and the root node is below the threshold $T_{tol}$. That is, for a node $\nu \in V_T$, let $L(P) = \sum_{e \in P} \epsilon(e)$ where the path $P=(\nu, \ldots, s)$ denotes the overlay path between source node $s$ and node $\nu$ in the multicast tree, the node $\nu$ belongs to the core tree if $L(P) \leq T_{tol}$. The complexity of the judgment is $O(n)$.

In particular, if we consider the access delay incurred by end users, the delay constraint of the core tree is adjusted to $T_{tol}$ as presented below:

$$T_{tol} = T_{tol} - T_{access}.$$  

(1)

In the formula, $T_{access}$ denotes the average access delay of an end user to overlay tree. Since this additional access delay is considered at the moment of core tree construction in advance, the end users belonging to the core tree and the newly adjusted interactive nodes to the core tree will roughly satisfy the $T_{tol}$ threshold. In the following parts of the paper, $T_{tol}$ will indicates this $T_{tol}$ value, which simplifies the illustration.

3.3. Layer degree constraint allocation

Before tree construction, we illustrate the layered degree distribution in advance. Special LDC values are allocated in view of different layers. The out degree of the tree nodes in the same layer is constrained by a shared LDC value. Further, the strategy for allocating LDC values among different layers is to maximize the efficiency of the reserved resources. The set of LDC values is calculated as follows.

First, the number of layers needed for reservation is calculated in advance by considering the delay constraint $T_{tol}$, the average delay cost of an overlay hop, and the requirement of the interactive scale. The protocol evaluates in advance the maximum number of interactive nodes allowed, and defines the delay tolerance threshold for the interaction. For the average delay
values, they can be obtained by some traditional methods, such as RTT detection carried out at random and limited to a few instances, or utilizing DNS queries by an existing system of DNS servers. Suppose the delay constraint is 400 ms, the average delay cost of edges is 180 ms. For the interaction scenario, due to the delay limitation, only three layers including the root can be used for reservation. And only two layers are needed for the scope of 10 interactive nodes with five nodes degree bound.

Second, the allocation of the LDC values is implemented. Suppose \( V_i \subset V_f \) indicates the tree nodes in the ith layer, and \( D(V_i) = \sum_{v \in V_i} D(v) \) denotes the summarized degree bounds of the node set \( V_i \). Then, the reserved resource in the layer can be denoted as \( RSV_i = D(V_i) - N_i \), \( N_i \) is the number of nodes in the ith layer of the tree, that is, \( N_i = |V_i| \). Suppose \( n \) layers is needed for reservation. If \( \omega_i \) indicates the profitability of the ith layer for interaction, the entire profitability of the reserved resources can be denoted as \( R \), which is formulated as follows:

\[
R = \omega_1 \cdot RSV_1 + \omega_2 \cdot RSV_2 + \cdots + \omega_n \cdot RSV_n. \tag{2}
\]

The layered degree distribution aims to maximize the entire profitability \( R \), namely, the \( n \)-tuple \( (N_1, ..., N_n) \) should satisfy the following optimization:

\[
\begin{align*}
\text{max} & \quad (\omega_1 \cdot RSV_1 + \omega_2 \cdot RSV_2 + \cdots + \omega_n \cdot RSV_n) \\
\text{s.t.} & \quad 1 \leq N_1 \leq D(V_1) \\
& \quad N_1 \leq N_2 \leq D(V_2) \\
& \quad \vdots \\
& \quad N_{n-1} \leq N_n \leq D(V_n) \\
& \quad RSV_1 + RSV_2 + \cdots + RSV_n = N_{\text{interactive}}. \tag{3}
\end{align*}
\]

In this way, the layer degree constraints \( (LDC_1, LDC_2, ..., LDC_n) \) can be defined as the optimized result of \( (N_1, ..., N_n) \), which maximizes the entire reservation profitability \( R \). In formula (3), \( N_{\text{interactive}} \) is the upper bound of the interactive scale, which is pre-decided before the tree construction. The clause \( N_{n-1} \leq N_n \) avoids unexpected bottleneck in the core tree during the optimization. The \( n \)-tuple \( (\omega_1, ..., \omega_n) \) indicates the profitability of the reserved resources. In this paper, it refers to the quality of the interaction if the interactive nodes are adjusted to the reserved layers. Since upper layer an adjusted node is located, better delay performance of the interaction is obtained. For simplicity, the algorithm utilizes the reverse order of the layer ID \( (n, n-1, ..., 1) \) to act as \( (\omega_1, \omega_2, ..., \omega_n) \).

Optimization results of resource reservation for 10 interactive nodes are shown in Table 1. In the table, the 2-tuple results in the first row denote the LDCs for two layers, which are presented with different node degree bounds. The denotation \( x \) indicates there is no LDC constraint. And the 2-tuple results in the second row present the resource reservation results in the top two layers correspondingly.

For example, the tree in Fig. 1 corresponds to the first column of the table, which is constructed with reservation for 10 interactive nodes. In Fig. 1, the node degrees are set to 5 for all nodes. The layer degree constraint result is (2, 3), and the resource reservation result is (3, 7). That is, three positions are reserved for the node in layer 1 with LDC setting to two, and seven positions are reserved for the two nodes in layer 2 with LDC setting to 3.

### 3.4. Construction of the core tree

Vik et al. (2008) gives an overview of some pros and cons of some spanning tree algorithms for interactive applications. It indicates that the degree-limited shortest path tree (dc-SPT) is one of the appropriate candidates for dynamic interactive applications, considering the diameter, reconfiguration time, and maximum degree. At the same time, the dc-SPT is suitable for one-way live streaming in nature, which is also a part in our proposal. Therefore, the construction of the core tree is deduced from the dc-SPT algorithm in this paper.

For the construction of the core tree, the layered degree-constrained delay-limited shortest path tree is introduced.

**Definition 1.** The layered degree-constrained delay-limited shortest path tree (LDC-DLSPT): Given an undirected graph \( G(V,E) \), a node degree constraint \( D(v) \) for each vertex \( v \in V \), a set of layer degree constraints \( (LDC_1, LDC_2, ..., LDC_n) \) for needed \( n \) layers, a delay cost function \( c(e) \) for each overlay link \( e \in E \), find a spanning tree \( T \), starting from a root node \( s \in V \), for each \( v \in V \), the path \( P = (v_1, ..., v_n) \) minimizes \( \sum_{e \in P} c(e) \), the degree of the node \( d(v) \leq D(v) \), and the sum degree of the nodes in the ith layer do not exceed the layer degree constraint, that is, \( d(V_i) \leq LDC_i \).

LDCOM uses a heuristic SPT algorithm to construct the core tree, which is a Dijkstra-like algorithm in view of the layered structure. The core tree is constructed as a breadth-first searching (BFS) tree. Each round of tree construction begins when a newly initialized node contacts the root of the multicast tree. In each round, the new node considers its delay back to the root through the current parents in the current layer. The candidate parent node that satisfies the node degree bound and the layer degree constraint with minimal delay becomes the parent, while the minimal delay should subject to the constraint \( T_{tol} \). Otherwise, the next layer nodes of the core tree are selected as the candidate parents and a new round begins. The successfully joined node identifies itself as a core tree node. Further, if all nodes in the core tree fail to satisfy the delay bound or two kinds of degree constraints, the node is excluded from the core tree and tries to join the extended tree in the latter occasion.

### 3.5. Construction of the extended tree

In the construction of the core tree, the precondition of the constraint threshold \( T_{tol} \) must be satisfied in order to meet the requirement of an interactive media. Due to the enlargement of the multicast tree, the newly joined nodes are difficult to satisfy the core tree constraint. Therefore, the extended tree is used to adopt the rest of the participants. In the extended tree, the stringent delay constraint for interactive media in the core tree construction is removed.

**Definition 2.** The layered degree-constrained shortest path tree (LDC-SPT): Given an undirected graph \( G(V,E) \), a node degree constraint \( D(v) \) for each vertex \( v \in V \), a set of layer degree constraints \( (LDC_1, LDC_2, ..., LDC_n) \) for needed \( n \) layers, a delay cost function \( c(e) \) for each overlay link, find a spanning tree \( T \), starting from a root node \( s \in V \), for each \( v \in V \), the path \( P = (v_1, ..., v_n) \) minimizes \( \sum_{e \in P} c(e) \), the degree of the node \( d(v) \leq D(v) \), and the sum degree of the nodes in the ith layer does not exceed the layer degree, that is, \( d(V_i) \leq LDC_i \).

The LDC-SPT problem is exactly the same as the traditional dc-SPT problem. The only difference is that the degrees of overlay nodes obey to a set of extra LDC values and the tree can be treated
as an extension of the core tree. The layered degree-constrained manner in extended tree makes sure that the construction of the extend tree does not occupy the vacancies reserved by the core tree. LDCOM employs a similar heuristic SPT algorithm to construct the extended tree.

The joining process to the extended tree begins when a joining node fails to be adopted as a core tree node. Then, the joining node contacts the root of the tree again to become an extended tree node by a recursive process. In each round, the new node considers its delay back to the root through the candidate parents in the current layer. Different from the construction of the core tree, only a list of the candidate parents in the same layer are obtained, limited by a slip window \( W \). The approach avoids searching in the whole layer when a large overlay occurs, and provides a scalable solution for one-way live streaming. The candidate node satisfies the two degree constraints with minimal delay becomes the parent, without considering the constraint \( T_{tol} \). Otherwise, if all of the candidates exceed the degree constraints, another set of \( W \) candidate nodes in the layer is chosen and a new round starts. Further, the set of candidate nodes in the next layer is selected as the candidates when all nodes of the precious layer are unemployable. Finally, the joined node is marked as a node of the extended tree.

### 3.6. Joining of end users

LDCOM uses a similar manner as the construction of the extended tree for the joining of end users. The difference is that LDCOM simply employs the end-to-end delay between the newly joined user and the candidate overlay node as the delay metric, rather than the path delay from the source. This approach makes nearby users cluster together, and makes it possible for end users to find nearby overlay proxies. Hence, this clustered manner is in favor of making the users congruent to the network topology (Zhang et al., 2002).

Each round of joining of end user begins when a newly initialized end user contacts the root of the multicast tree. In each round, the new user considers its end-to-end delay to the current parents in the same layer, limited by a slip window \( W \). The candidate parent node that satisfies the node degree bound and the layer degree constraint with minimal delay becomes the parent. Otherwise, if all the candidates exceed the degree constraints, another set of \( W \) candidate nodes in the layer is chosen and a new round starts. Further, the set of candidate nodes in the next layer is selected as the candidates when all nodes of the precious layer are unemployable. As mentioned earlier, the layered degree-constrained manner makes sure that the joined end users do not occupy the vacancies reserved for the interactions.

### 3.7. Dynamic interaction adjustment

On the scene of interaction, a dynamic interaction adjustment algorithm is introduced. If an interactive node \( v \) belongs to the core tree, it means the path delay is under the threshold \( T_{tol} \), namely, \( L(P) \leq T_{tol} \). Therefore, the interaction is permitted. The stream of the interaction from the source node to the node is delivered along the tree path. Meanwhile, the stream of the interaction from the interactive node to the source are directly sent back to the root node, and delivery to all participants by the multicast tree. If an interactive node is located beyond the scope of the core tree, the adjustment algorithm is carried out as follows. The interactive node separates from its parent and jumps to the reserved position in the core tree from the root node to the lower layers nodes. During the process, the degrees of all overlay nodes are constrained by the node degree constraint \( D(v) \). When the connected linkages of upper layer nodes reach the threshold \( D(v) \), the newly adjusted node turns to join the position in lower layers in the reserved core tree. The adjustment process is succeeded when the node found an appropriate parent within the degree bound. Otherwise, the interaction behavior is refused.

In LDCOM, when interaction session is concluded, interactive users can simply rejoin the multicast tree. In this way, the reserved resources are released, which makes the proposal flexible to dynamic interactive groups.

### 4. Dynamic optimization

The dynamic attribute of infrastructure-based overlay multicast lies in two aspects. First, the status of overlay nodes changes according to the variation of network condition, such as the delay and bandwidth performance. Second, the dynamic lies in the unstable of the overlay nodes. To guarantee the efficiency and resilience of LDCOM, dynamic optimization of the tree construction is introduced. The protocol treats the two situations respectively.

#### 4.1. Core tree dynamic optimization

Due to the variation of network condition, LDCOM periodically updates the scope of the core tree according to the delay constraint, so as to ensure that the nodes in the core tree satisfy the requirement of the \( T_{tol} \) correctly. The frequent update of the core tree is a huge burden to a large-scale multicast tree. LDCOM fulfills the update of the core tree by maintaining and refreshing a list of the core tree edge at certain interval, that is, the leaf nodes of the core tree only. For node \( v \) in the list, LDCOM utilizes the delay performance of node \( v \) to update the scope of the core tree recursively. If the delay result cannot satisfy the constraint, the process traces up to the father of node \( v \). Otherwise, the children of node \( v \) in extended tree are selected as the substitute candidates for node \( v \) in the list. The recursive process is terminated until an appropriate ancestor or a set of offsprings of node \( v \) is found, then the substitute is inserted in the list, and the next candidate leaf node in the list is picked. In this way, the deteriorated nodes in the core tree are eliminated, and at the same time, some extended tree nodes with ameliorative performance are included into the core tree.

#### 4.2. Resilience for the churn

The failure, or leaving of nodes, is the main issue in P2P systems. However, it is less important in an infrastructure-based overlay multicast with dedicated, stable proxies. LDCOM employs a reactive mechanism to provide data recovery. When leaving or failure of a nonleaf overlay node occurs, an additional simple process is carried out to select an alternative parent for the subtree of the node.

If the leaving node belongs to the extended tree, for simplicity, the first found leaf node in the subtree of the leaving node is selected as the new parent. In another occasion, if a failure node belongs to the core tree, the above process is still carried out to select an alternative parent for the subtree of the failure node. Differently, a further verification of the core tree's identity is performed for the whole subtree within the core tree scope. The verification follows the method in the precious part of the core tree optimization.

Finally, for both the dynamic interaction adjustment and the resilience for the churn, since there is no process for the delay
5. Simulation

5.1. Simulation setup

The performance of LDCOM is demonstrated in simulation by network simulator (NS2, 2010). All the overlay nodes are attached to a set of stub nodes (at the verge) in GT-ITM topology (Zegura et al., 1996). The overlay topologies are distributed in the size of 80 nodes, 320 nodes, and 2560 nodes, respectively. The node degrees of overlay nodes are set to 5, 10, and 20, respectively. The number of concurrent interactive clients starts from 1 to 10 increasingly. In the simulation, the threshold $T_{tol}$ is mainly set to 400 ms according to ITU-T standard (ITU-T, 2006), and is also set to 600 ms and 800 ms with less stringent manner. The overlay processing delay and the access delay of an end user are set to 60 ms, 80 ms, 100 ms, and 20 ms, respectively. Finally, in the simulation and the following experimental study, all the delay pairs are obtained by averaging the delay results of several ICMP pings.

Uniformly, the simulation results in figures by the proposal before employing the interactive adjustment algorithm and after performing the adjustment algorithm are named LDCOM and LDCOM*, respectively. Notice that the simulation results before interactive adjustment can also be seen as the average delay results of one-way live streaming. Moreover, to reduce the randomness of the simulation and experimental results, the evaluation results presented in this paper are the average results over 10 runs at least. In the simulation, we show only the sets of means.

Finally, the dc-SPT is used as a benchmark for quantitative comparisons with the proposed approach in the simulation evaluation as well as the experimental study. In the evaluations, the average delay results by standard dc-SPT method are provided. Notice that the dc-SPT is a global optimization method, which means that the dc-SPT tree is built by considering the path delay between the joining node and the source node through all the tree nodes under the degree constraints. Therefore, it is a convincing comparative study benchmark.

5.2. Average path delay of interactive nodes

The core idea of LDCOM is to decrease the average path delay between interactive nodes and the source node for the sponsor-based interaction. In the simulation, for each step of increasing the interactive nodes scale, the average path delay for all interactive nodes is obtained.

Suppose the set of the interactive nodes is denoted as $V_{interactive} \subset V_T$. The average path delay of $L(P)$ for all of $v \in V_{interactive}$ is calculated as follows:

$$L_{avg} = \frac{\sum_{P \in V_{interactive}} L(P)}{|V_{interactive}|}, \quad P = (v, \ldots, s), v \in V_{interactive}. \quad (4)$$

The $L_{avg}$ results before and after adjustment by LDCOM are shown in Fig. 2. The number of interactive clients starts from 1 to 10 increasingly. The $D(v)$ is set to 5, and the $T_{tol}$ is set to 400 ms. In the simulation, with the adjustment introduced by the proposal, the $L_{avg}$ values after the adjustment remain stable within the 400 ms delay constraint. The dynamic interaction adjustment algorithm restrains the increasing tendency of the delay between the source and the interactive users. In contrast, the path delay result of dc-SPT increases along with the enlarging topology, since both of the physical link delay and the application-layer relay delay increase in the same time. Fig. 2(c), the average delay by dc-SPT is already larger than the 400 ms delay threshold.

To be more general, the $L_{avg}$ results with $D(v)$ setting to 10 and 20 are also obtained for 320 nodes topology in Fig. 3. In Fig. 3, the same as in Fig. 2, all the average delay values after adjustment by LDCOM remain stable within the latency requirement. In comparison with LDCOM, the results of dc-SPT in Fig. 3(b) have similar performances. It is because that many interaction requirements are directly allowed by LDCOM without adjustment, with the node initially belonging to the core tree.

In brief, LDCOM can stably provide path delay guarantee for the interactive media with different network conditions, which achieves our design goal. Furthermore, LDCOM outperforms dc-SPT with stringent constraints. However, without the adjustment, it incurs some delay for one-way live streaming compared with the dc-SPT. It can be explained as the compound result of two factors: One is the resource reservation in top layers, and more significantly, the other is the heuristic tree construction method in view of only a layer of the tree. Notice that the dc-SPT is a global optimization method.

5.3. Acceptance ratio of the interaction

LDCOM fully guarantees the delay requirement for the interaction, which is the key purpose of the proposal. To achieve this delay assurance, there must be enough vacations reserved in the core tree. Therefore, the scope of the core tree and the scope of the interactive nodes determine the acceptance ratio of the interaction. Under stringent network conditions, such as rigorous delay and degree constraints with large amount of interactive participants, LDCOM may decrease the acceptance ratio of the interactive requirements.

![Figure 2](attachment:image.png) Average path delay results of interactive nodes with different topologies: (a) 80 nodes topology, $D(v)$=5; (b) 320 nodes topology, $D(v)$=5; (c) 2560 nodes topology, $D(v)$=5.
Fig. 4 presents the core tree scope by LDCOM for different topologies with different degrees and delay constraints. As shown in Fig. 4(a), a smaller core tree scope is obtained under a set of stringent conditions. It indicates that smaller reservation can be made accordingly. However, since the scope of the shareable interaction usually limits within a small group due to the bandwidth problem, the proposal works well in most cases. Under the settings in the simulation, the acceptance ratio is about 100 presents within ten interactive nodes.

6. Experimental results

As mentioned earlier, this research is inspired by a collaborative live teaching system built by our research group. We have actually realized a synchronous live teaching prototype in which the proposed algorithms have been implemented. The prototype consists of four instances besides the database. They are the centralized control server (CCS), the teacher end, the student end, and the data transmit unit (DTU). Dedicated DTU nodes are used as the overlay proxies to construct the multicast trees. Under the TCP session control of the CCS, multi-channel live teaching media is delivered along the multiple multicast trees by RTP/RTCP over UDP datagram. For each channel individually, the two-tier tree construction method of LDCOM is adopted. In this manner, the prototype can simultaneously support large-scale one-way live streaming and two-way shareable interaction between tutor and participants. Fig. 5 is snapshots of a student node in three scenarios. Figure 5(a) shows the live teaching scenario, Fig. 5(b) presents the interaction scenario where the node is one of the interactive nodes, and Fig. 5(c) illustrates the situation that the node shares the interaction scenario while it does not belong to the interaction group.

To further demonstrate the efficiency of LDCOM in achieving our objectives, we perform an experiments by deploying the algorithms on PlanetLab (2006). The experiment measures the average path delay reducing for the interaction. The same as the simulation, the experimental results are average results over 10 runs. For each time, the 280 nodes are random selected from 306 nodes distributed on the PlanetLab sites. The pair-wise delay between two planetlab nodes is also an average value of ICMP Pings. The scope of interactive nodes is set to 10. The obtained result of the average round trip time is 250 ms, therefore, the average delay among planetlab nodes is about 125 ms. Furthermore, the tested processing delay of one node is about 60 ms, and the threshold $T_{tol}$ is set to 400 ms according to the ITU-T standard.

Table 2 shows the experimental result. The path delay between the root and the interactive nodes by LDCOM is within the delay threshold after the adjustment. LDCOM fully guarantees the delay requirement for interactive nodes in the interactive scenario. Further, it outperforms the dc-SPT after the dynamic adjustment.

7. Conclusion and future work

This paper addresses the issue to simultaneously provide shareable interaction as well as live streaming by overlay multicast, which is a commonly requirement in many collaborative multimedia applications. LDCOM utilizes a layered degree-constrained strategy to reserve resources at top layers of media delivery tree, and supports subsequent interactive media. Besides the one-way live streaming,
our simulation and experiment results show that the approach stably provides delay guarantee for interactive media. With undesirable network situation or stringent application requirements, LDCOM outperforms the dc-SPT by adopting a dynamic adjustment for the interactive nodes.

In addition to the delay-sensitive interactive media, more benefits may be gained from the reserved resources in top layers of media delivery tree. The future work will try to expand the utilization of LDCOM structure by importing other QoS metrics. Furthermore, besides the simulations and the experiments of the proposal, the future work will include evaluating the efficiency of the algorithm in real collaborative learning environment, obtaining subjective judgments by users.
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