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Medical Image Registration

® Process of aligning
Images so
corresponding features
can be seen together

o Used for clinical and
research purposes




Mathematical Background

Linear transformations are used to
transform one Image into another.

Statistical methods are used to determine
the accuracy of the registration.



Linear Transformations

A mapping T of R" Into R™, written as
T. R"—RM
IS a rule that assigns to each vector u in R"
an unique vector v in R™M
Must be operation preserving
T(u+v)=T(U) + T(v)
T(cu) = cT(u)



Linear Transformations

2D Rotation
: X\ cos@d —sin@\( X
y) \sind coso )|y

Rotate point (x,y) counterclockwise at angle@



Linear Transformations

o Translation in the xy plane
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Least Squares Method

Glven data points x; and y; , there are
numbers a and b where

i[yi —(a+bx)]°

will give a minimum value.



\mes Method

Syy — Zn:(yi _ 7)2

Sxy — i(xi _Y)(y| B y)



\mes Method




Orthogonal Procustes
Problem

east Squares Method to fit one data set to
another

Solved by Schénemann in 1966
Procustes in Greek Mythology




Point-Based Registration

Froedtert Hospital

ordinates for the
fiducials can be found
on multiple

One set of
can be lined
another.

Fiducials



Point-Based Registration

Each point is represented as a vector in a
column of a matrix.

The method of least squares (in matrix
form) can be used to find the rotation and
translation needed to register the image.



Point-Based Registration

Given: Two 3D point sets {x}and{y.}, we
wish to find the optimal rotation R and
translation T where

V. =RX. + T



Registration Algorithm

First, find the centroid of each point set (x and
y will be a column matrix)




Registration Algorithm

Next, sum the difference between the points
and the centroid

0 =X —X

0 =Yi—Y

1

2
Minimize GZ—ZHY. (Rx +T) H — S —quH




How do we minimize g2 ?

Answer: Find the singular value
decomposition of

N
H = Z Qiq;T
i=1




Singular Value Decomposition
(SVD)

The matrix H can be “decomposed” to
H=UDV'

where U and V are orthonormal and D 1s a
3x3 diagonal matrix



H=UDV'




H=UV'




R=VU'




Rotation Transformation

R will be the rotation matrix needed to
register the image

R=VU'

Note: The determinant of R must be 1. If the
determinant Is —1, then R contains a
reflection which 1s not wanted.



\Transi tion

The translation can be found sim

T =y—RX



Registration Errors

Fiducial Registration Error (FRE)
Fiducial Localization Error (FLE)

Target Registration Error (TRE)



Fiducial Registration Error (FRE)

N
2= |y, —(Rx + T
=1

Also called the root mean squared distance

Not always an accurate measurement on
the efficiency of the registration!




Fiducial Localization Error (FLE)

Where exactly are the fiducials?

— There can be a degree of uncertainty of where
the fiducial is located.

Are the coordinates
taken from the center
of the fiducial or on a

random location In the
fiducial?




Target Registration Error (TRE)

Determines how well areas of interest other
than the fiducials are lined up.

In 3D, the TRE can be predicted using

IGEHOE 1+=» %
() ~—S3—( 34 g2

FLE? 15idf



Target Registration Error

If the fiducials are on the
edges (bone/ski
we must make sur
target is also aligne

- Target




Registration of a Spinal Vertebra
Using Mathematica 5.0

MATHENMATNA

process



http://www.wolfram.com/products/mathematica/

Finding th F\iducials
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